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1
APPARATUS AND METHOD FOR SHARED
CACHE CONTROL INCLUDING CACHE
LINES SELECTIVELY OPERABLE IN
INCLUSIVE OR NON-INCLUSIVE MODE

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to the field of data processing
systems. More particularly, this invention relates to the
control of a shared cache memory within a data processing
system.

2. Description of the Prior Art

It is known to provide data processing systems with
multiple levels of cache memories. For example, a system
incorporating multiple transaction sources, such as multiple
processor cores, may provide a local cache memory dedi-
cated to each of these transaction sources and a shared.
cache memory that is shared between the transaction
sources. For example, an individual processor core may
have its own level one (LL1) cache, a tightly bound cluster of
processor cores may share a level two (L2) cache above the
L1 caches in the hierarchy and finally a level three (L3)
cache may be shared between the clusters of processors.

It is known to operate such cache hierarchies in an
inclusive mode in which an individual cache line of data
may stored in more than one cache within the cache hier-
archy. This provides for more efficient data sharing but has
the disadvantage of consuming more cache storage capacity.
Another mode of operation of cache hierarchies is a non-
inclusive mode (an exclusive mode). In this mode a given
cache line of data is normally stored in only one cache
memory of the cache hierarchy. This reduces the amount of
cache storage used but is less efficient for data sharing.

SUMMARY OF THE INVENTION

Viewed from one aspect the invention provides an appa-
ratus for processing data comprising:

a plurality of transaction sources, each of the plurality of
transaction sources having a local cache memory; and

a shared cache memory coupled to the plurality of trans-
action sources;

wherein the shared cache memory is configured to operate
to store at least one of each cache line of data stored and each
range of cache lines of data stored in accordance with an
individually selectable one of either:

(1) an inclusive mode; and

(i) a non-inclusive mode.

The invention recognises that a shared cache memory can
be formed so as to support both inclusive mode operation
and non-inclusive mode operation selected on an individual
cache line basis or on an individual range of cache lines
basis (e.g. a range of N adjacent cache lines in memory
address space are switched together between being stored in
one of a non-inclusive mode or an inclusive mode). This
permits an advantageous balance to be reached between the
efficiency of data sharing weighed against the use of the
cache storage capacity.

Whilst it is possible that the control of whether or not a
cache line of data is stored in the inclusive mode or in the
non-inclusive mode may be performed by dedicated separate
circuitry, such as directory circuitry, it is convenient and
efficient that the shared cache memory uses state data stored
in the shared cache memory to control on a cache line by
cache line basis whether the cache lines are stored in the
inclusive mode and the non-inclusive mode.
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The state data used to control the mode applied for an
individual cache line can take a variety of different forms. In
some embodiments, the shared cache memory stores unique
status data for each cache line stored therein, and associated
with a given one of the plurality of transaction sources, this
unique status data indicating whether the cache line of data
is stored in a local cache memory of any other of the
plurality of transaction sources, i.c. indicates whether the
data is stored uniquely for one transaction source or is stored
non-uniquely for multiple transaction sources.

The shared cache memory may also store transaction
source identifying data for a cache line of data identifying
one or more of the transaction sources that are associated
with that cache line of data. Thus, the transaction source
identifying data may indicate an individual transaction
source associated with a cache line of data within the shared
cache memory that is being stored uniquely for that trans-
action source or may alternatively store transaction source
identifying data identifying multiple transaction sources
associated with the cache line data stored within the shared
cache memory. An individual item of transaction source
identifying data could also identify multiple transaction
sources as potentially storing the cache line of data (i.e. be
non-precise) and so requiring of a snoop operation (e.g. all
even numbered transaction sources, all transaction sources
within a certain range, etc.).

A low overhead embodiment is one in which the trans-
action source identifying data identifies a single transaction
source from among the plurality of transaction sources. If
more than one transaction source is associated with a cache
line of data, then in such an embodiment the transaction
source identifying data cannot track these multiple transac-
tion sources. In other embodiments it is possible that more
resources may be provided to the transaction source identi-
fying data such that it may identify up to a maximum of a
proper subset of the plurality of transaction sources as being
associated with a cache line of data, i.e. more than one
transaction source, but less than all of the transaction
sources.

Snoop requests may be generated by snoop request gen-
erating circuitry. This snoop request generating circuitry
may operate in dependence upon the unique status data
discussed above in order to filter the snoop request gener-
ated.

In some embodiments the snoop request generating cir-
cuitry is configured to respond to a transaction request to a
cache line of data received from one of the plurality of
transaction sources to suppress generation of any snoop
request to other transaction sources if that transaction hits in
the shared cache memory and is stored in a non-inclusive
mode. If the non-inclusive mode is in operation, then only a
single copy of the cache line data will be stored and if this
copy is present in the shared cache memory (as indicated by
the hit), then there is no need to check for further copies and
issue any snoop requests. This advantageously reduces the
number of snoop requests that need be generated.

In other embodiments, the snoop request generating cir-
cuitry may be configured to respond to a transaction request
to a cache line of data received from one of the plurality of
transaction sources that hits in the shared cache memory to
target generation of any snoop requests to transaction
sources identified by the transaction source identifying data
if the unique status data indicates that the cache line is stored
in the inclusive mode, i.e. more than one copy of the cache
line of data is stored and accordingly snoop requests need to
be issued to at least one of the local cache memories.
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A cache line of data may be stored by default in the
non-inclusive mode. This preserves storage capacity within
the cache hierarchy. A cache line of data may be switched
between the non-inclusive mode to the inclusive mode when
a transaction is received in respect of that cache line of data
which has one of one or more predetermined types. Certain
types of transaction may be indicative that the data con-
cerned is to be shared to a degree that the sharing efficiency
gains achieved by storing that data in an inclusive mode will
more than justify the additional cache storage capacity
consumed.

One type of transaction which may indicate such a change
in mode is a transaction that will read the cache line of data
to a local cache memory and not subsequently modify that
cache line of data when it is stored within the local cache
memory. It is known that transactions issued within memory
systems may be accompanied by signals indicating their
transaction type and the present technique exploits this by
using the transaction type to selectively switch individual
cache lines of data from being stored and manipulated in the
non-inclusive mode to instead operate with the inclusive
mode.

In some embodiments the shared cache memory may be
configured to respond to receipt of a non-modifying read
transaction from a given transaction source that hits in a
cache line of data stored in a shared cache memory by a
different source by returning that cache line of data to the
given transaction source for storing in its local cache
memory, leaving the cache line of data stored in the shared
cache memory and setting the unique status data for the
cache line to indicate that the cache line is stored associated
with multiple transaction sources. This effectively switches
and marks the cache line of data as being moved from being
processed in the non-inclusive mode to being processed in
the inclusive mode.

In other embodiments the shared cache memory may be
configured to respond to receipt of a non-modifying read
transaction from a given transaction source that misses in the
shared cache memory and hits a cache line of data stored in
a local cache memory of a different transaction source by
returning that cache line of data to the given transaction
source for storing in its local cache memory, leaving the
cache line of data stored in the local cache memory where
the hit was detected, storing the cache line of data in the
shared cache memory and setting the unique status data for
the cache line to indicate that the cache line of data is stored
and associated with multiple transaction sources. In this way
the cache line of data is again moved from the non-inclusive
mode to the inclusive mode and made more readily available
for sharing as indicated by the transaction type being a
non-modified read transaction.

As previously mentioned, the default mode for storing a
cache line may be the non-inclusive mode and a miss in
respect of a cache line of data in the shared cache memory
will accordingly, by default, store the cache line of data into
a local cache memory of a transaction source request in that
cache line data and not into the shared cache memory. The
non-inclusively stored cache line of data may subsequently
be evicted out of the local cache memory and back to the
shared cache memory while the transaction source identi-
fying data identifies that cache line of data as being asso-
ciated with the transaction source which initially requested
it and accordingly still manipulates that cache line of data in
accordance with the non-inclusive mode of operation.

Some transaction sources which may be included within
the system may not include their own local cache memory.
Such transaction sources may, for example, be a simple
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4

memory mapped input/output device. In some embodiments
the one or more predetermined types of transaction include
one or more of a write unique transaction to part of a cache
line, a write unique transaction to all of the cache line and
a read once transaction that will not subsequently reuse the
cache line. These transaction types may be used to force
storage of the cache line of data in the shared cache memory
even though the transaction source does not have its own
local cache memory. The cache line of data stored in this
way may remain in the shared cache memory until they are
subsequently evicted. This provides transaction sources
without a local cache memory with at least some cache
capability.

A transaction source having a local cache memory may
issue a transaction in which the predetermined type is a read
that is shared and will not modify the cache line of data. In
response to such a transaction, the cache line of data may be
stored into the shared cache memory and into the local cache
memory of the transaction source, i.e. may be stored in an
inclusive mode overriding the default non-inclusive mode.

It will be appreciated that the transaction sources may
take a variety of different forms, some forms may be general
purpose processor cores, graphics processing units and the
like. The local cache memories may include hierarchies in
themselves, such as L1 and L2 cache memories. The shared
cache memory may be an L3 cache memory.

In some embodiments the plurality of transaction sources
may be coupled to a ring-based interconnect serving to pass
snoop requests and other transactions between the different
transaction sources. This provides a fast and efficient mecha-
nism for communication that is particularly suited to scaling
in which additional transaction sources and further shared
cache memories may be added to the system without sig-
nificant redesign or re-engineering being required.

Viewed from another aspect the present invention pro-
vides an apparatus for processing data comprising:

a plurality of transaction source means for generating
transactions, each of the plurality of transaction source
means having a local cache memory means for storing data;
and

shared cache memory means for storing data and coupled
to the plurality of transaction source means;

wherein the shared cache memory means is configured to
operate to store at least one of each cache line of data stored
and each range of cache lines of data stored in accordance
with an individually selectable one of either:

(1) an inclusive mode; and

(i1) a non-inclusive mode.

Viewed from a further aspect the present invention pro-
vides a method of processing data comprising the steps of:

generating transactions with a plurality of transaction
sources;

storing respective data in a local cache memory of each of
the plurality of transaction sources; and

storing data in a shared cache memory coupled to the
plurality of transaction sources;

operating the shared cache memory and said local cache
memories to store at least one of each cache line of data
stored and each range of cache lines of data stored in
accordance with an individually selectable one of either:

(1) an inclusive mode; and

(i1) a non-inclusive mode.

The above, and other objects, features and advantages of
this invention will be apparent from the following detailed
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description of illustrative embodiments which is to be read
in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically illustrates a data processing appa-
ratus incorporating a plurality of transaction sources, each
having its own local cache memory, coupled via a ring based
interconnect to a shared cache memory;

FIG. 2 schematically illustrates the shared cache memory;

FIG. 3 schematically illustrates state data stored on a per
cache line basis and used to control coherency and inclusive/
non-inclusive mode operation for an individual cache line;

FIG. 4 schematically illustrates an alternative form of a
transaction source identifying data;

FIG. 5 is a flow diagram schematically illustrating the
control of snoop filtering; and

FIG. 6 is a flow diagram schematically illustrating how a
switch may be made between inclusive mode operation and
non-inclusive mode operation based upon transaction type.

DESCRIPTION OF THE EMBODIMENTS

FIG. 1 schematically illustrates a data processing appa-
ratus 2 in the form of a system-on-chip integrated circuit 4
coupled to a main memory 6. The system-on-chip integrated
circuit 4 includes a plurality of transaction sources including
three processor clusters 8, 10, 12, a memory controller 14
and an input/output device 16, which does not include its
own local cache memory. (In practice it may be preferred to
have an even number of processor clusters to simplify
workload sharing.) A shared L3 cache (L3$) memory 18 is
coupled to all of these transaction sources via a ring based
interconnect 20. It will be appreciated that different forms of
interconnect could be used, for example a crossbar inter-
connect.

The processor clusters 8, 10, 12 each include two general
purpose processor cores and a local cache memory, in the
form of individual [.1 caches associated with each processor
core and a shared [.2 cache that is local to the processor
cluster. The processor cluster 8, 10, 12 serves as an indi-
vidual transaction source in respect to its transactions with
the L3 cache 18.

In general non-inclusive mode operation is adopted by
default for data fetched from the main memory 6 and stored
within the cache hierarchy comprising the shared cache
memory 18 and the local cache memories within the trans-
action sources 8, 10, 12. (In other different example embodi-
ments the default mode may be inclusive). Such default
non-inclusive behavior will fetch a data item and store it
only in the local cache memory of the transaction source or
processor cluster 8, 10, 12 which requested that data item. If
that local cache memory later becomes full, then the data
may be evicted and stored within the shared cache memory
18. A single copy of that data is still stored and it will be
marked within a shared cache memory 18 as associated with
the originally fetching transaction source.

When a transaction source requests data which it does not
store within its local cache memory, then a check is first
made as to whether or not the data concerned is stored within
the shared cache memory 18. If the data is not stored within
the shared cache memory 18, then a check may be made by
broadcast snoop requests to determine if the data is stored in
the local cache memory of any of the other transaction
sources. If the cache line of data is not present in either the
shared cache memory 18 or any of the local cache memories,
then it may be fetched from the main memory 6. It will be
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appreciated that in this example embodiment only a single
shared cache memory 18 is illustrated. It is possible that
multiple shared cache memories 18 may be provided, for
example each shared cache memory may be configured to
cache a different area of memory address space. This is a
convenient way of scaling up the amount of shared cache
memory provided by adding more shared cache memories to
the ring-based interconnect 20.

The default non-inclusive mode operation applied to
individual cache lines of data may be overridden such that
individual cache lines of data are managed in accordance
with an inclusive mode of operation in dependence upon a
transaction type of a transaction directed to cache lines of
data. This will be described further below.

FIG. 2 schematically illustrates the shared 1.3 cache (L3$)
memory 18 in more detail. This shared cache memory 18
includes a cache controller 22, snoop generation circuitry 24
and a cache array 26. The cache array stores multiple cache
lines of data 28. Each cache line of data 28 contains a data
payload consisting of a copy of data values read from the
main memory 6 (these may subsequently be modified within
the cache and later written back to the main memory 6). Also
associated with each individual cache line are MESI state
data (indicating modified, exclusive, shared and invalid
states) for coherency control management as well as unique
status data 30 and transaction source identifying data 32.

The unique status data for each cache line of data stored
in the shared cache memory and associated with a given one
of the plurality of transaction sources indicates whether that
cache line of data is stored in a local cache memory of any
other of the plurality of transaction sources. Thus, the unique
status data indicates whether or not a unique copy of that
data is stored (in this case within the shared cache memory
and associated with the originally requesting transaction
source via the transaction source identifying data 32) or
multiple copies of that data are stored and it is non-unique.

The transaction source identifying data 32 may have the
form of an RNFID field of data comprising five bits which
can specify one of 32 different values used to identify the
transaction source which originally requested the cache line
of data concerned. If the unique status data indicates that the
cache line of data is unique, then the RNFID field indicates
on behalf of which of the transaction sources the shared
cache memory 18 is currently storing that cache line of data.
If the unique status data indicates the cache line of data is not
unique, i.e. multiple copies are stored in the cache system,
then the RNFID field is invalid.

In other example embodiments multiple RNFID fields
may be supported to identify a proper subset of the trans-
action sources (more than one but less than all) which are
currently storing a copy of the cache line of data concerned
and accordingly provide directed snoop requests thereby
reducing snoop traffic. The snoop request generating cir-
cuitry 24 within the shared cache memory 18 generates
snoop requests that are dependent upon the unique status
data 30 for any cache line of data 28 that is stored within the
cache array 26 and in respect of which a transaction request
is made.

FIG. 3 schematically illustrates the state data stored on a
per cache line basis which is used to control switching from
non-inclusive mode operation to inclusive mode operation in
respect of a cache line. More particularly, the state data
includes a 5-bit RNFID field serving as a transaction source
identifier identifying the originally requesting transaction
source, a single bit of unique status data serving as a flag
indicating whether or not the cache line of data stored within
the cache system is associated with more than one transac-



US 9,477,600 B2

7

tion source and coherency control data in the form of a 2-bit
MESI field. The MESI field is conventional coherency
control data and is separate from the unique status data and
the transaction source identifying data.

FIG. 4 illustrates a further example of the form of the
transaction source identifying data In this example two
RNFID fields are provided thereby enabling deterministic
tracking of up to two transaction sources for which the cache
hierarchy is holding a copy of the cache line of data
concerned.

FIG. 5 is a flow diagram schematically illustrating snoop
filtering that may be performed by the snoop request gen-
erating circuitry 24 to reduce the amount of snoop traffic on
the ring based interconnect 20. At step 34 processing waits
until a transaction is received in the shared L3 cache (L.3$)
memory 18. At step 36 a determination is made whether or
not the transaction hits within the shared cache memory 18
(i.e. whether or not the requested cache line of data is present
within the shared cache memory 18). If there is no hit, then
step 38 snoop requests are broadcast to all of the local cache
memories of the transaction sources 8, 10, 12.

If there is a hit at step 36, then at step 40 a determination
is made whether or not the transaction type of the transaction
received at step 34 is one which seeks a unique copy of the
data and will modify that data. If the determination at step
40 is that the transaction type is not a match, then processing
proceeds to step 41 where a determination is made as to
whether the transaction is not modifying. If the transaction
is not modifying then no snoops are required. If the check at
step 41 indicates that the transaction is modifying, then
processing passes to step 42 where a snoop request is again
broadcast to all the local cache memories. If the determina-
tion made at step 40 is that there is a match, then at step 44
a determination is made whether or not there is an RNFID
mismatch between the requesting transaction received at
step 34 and the RNFID stored in the shared cache memory
18 for the cache line of data for which a hit occurred at step
36. If there is a mismatch, then at step 46 a snoop is sent
directed towards the transaction source indicated by the
RNFID for the cache line identified at step 36. If there is no
mismatch detected at step 44 then no snoop requests need to
be sent.

It will be seen from step 40 that a determination is made
as to whether or not the unique status data for the cache line
which hit at step 36 indicates a unique status and that this
modifies the snoop behaviour. i.e. if either the cache data is
not unique or the transaction is not a modifying transaction,
then processing proceeds to step 41 and possibly to step 42
where a snoop request is sent to all of the local caches.
Alternatively, if the unique status data has another value
indicating that the cache line of data is unique and the
transaction is modifying, then a different form of snoop
behaviour is carried out by steps 44 and 46.

FIG. 6 schematically illustrates a flow diagram showing
how a change may be made from inclusive mode operation
to non-inclusive mode operation in dependence upon trans-
action type. At step 48 processing waits until a transaction
is received in the shared L3 cache (13$) memory 18. At step
50 a determination is made whether or not there is a hit
within the shared cache memory 18. If there is not a hit, then
step 52 all of the local cache memories. Step 54 a determi-
nation is then made whether or not there is a hit within
another of the local cache memories. If there is a hit, then
step 56 determines whether or not the transaction type is a
read_clean transaction type, i.e. a transaction which will
read the data concerned but will not subsequently modify it.
If the transaction is such a read_clean transaction, then step
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58 the data retrieved from the [.1/[.2 cache that hit at step 54
is stored into the shared cache memory 18 and marked as
non-unique using the unique status data 30. If the transaction
type is not read_clean, then step 58 is bypassed and the data
is not stored in to the shared cache memory 18.

At step 60 the data retrieved from the [.1/1.2 cache that hit
at step 54 is returned to the requesting transaction source and
stored into the local cache memory of the requesting trans-
action source. Thus, in dependence upon whether or not the
transaction type is a read_clean transaction the data will be
stored in the shared cache memory 18 as well as in the local
cache memory and thus will be stored in an inclusive mode
of operation. Thus, the data is stored in a mode of operation
different from the default non-inclusive mode of operation.

If the determination at step 50 indicates that there is a hit
within the shared cache memory 18, then at step 62 a
determination is made whether or not the transaction type of
the transaction received at step 48 is read_clean. If the
transaction type is read_clean then at step 64 a determination
is made whether or not there is a mismatch in the RNFID of
the transaction received at step 48 and the value of this field
stored for the cache line for which the hit occurred at step 50.
If there is no mismatch, then at step 66 the data is simply
returned to the requesting transaction source and the line
invalidated in the shared cache memory 18. If there is an
RNFID mismatch detected at step 64, then at step 68 the data
is returned to the requesting transaction source and the
unique status data changed to indicate a non-unique status,
i.e. that the cache line of data is now being stored on behalf
of' more than one transaction source, thus, at step 68 the data
is changed from being stored and manipulated in accordance
with a non-inclusive mode of operation that is the default
into an inclusive mode of operation.

If the determination at step 62 is that the transaction type
is not a read_clean transaction type, then processing pro-
ceeds to step 70 where the data is read from the shared cache
memory 18, invalidated in the shared cache memory 18 and
stored into the requesting transaction source’s local cache
memory. The cache line of data thus remains as being
managed in accordance with a non-inclusive mode of opera-
tion.

If the determination at step 54 was that there was no hit
in another local cache memory following the absence of a hit
within the shared cache memory at step 50, then processing
proceeds to step 72. At step 72 a determination is made
whether or not the transaction type of the transaction
received at step 48 matches any one of a write_unique (WU)
transaction (writes less than a full cache line of data),
write_unique_line (WUL) transaction (writes a full cache
line of data) or read once transaction (reads once, but will
not subsequently reuse the data). If the transaction type does
match at step 72, then at step 74 the data is read from the
main memory, stored into the shared cache memory 18,
marked as unique using the unique status data and returned
to the requesting transaction source, such as the input/output
device 16. This input/output device 16 does not include its
own local cache memory and accordingly the data stored
within the shared cache memory 18 at step 74 can serve as
a cache for the otherwise cacheless transaction source 16.

If there is no transaction type matched at step 72, then
processing proceeds to step 76 where a determination is
made as to whether or not the transaction type is a read_
shared_clean transaction type. This is the type of transaction
which is typically issued for an instruction fetch for an
instruction to be executed by a processor. If there is a
transaction type match at step 76, then at step 78 the data is
read from the main memory, and stored into the shared cache
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memory 18, the cache line of data using its MESI field as
shared data, return the data to the requesting transaction
source and the data is stored into the local cache memory of
the requesting transaction source. A step 78, the cache line
of data is not marked at this stage as non-unique, but the
presence of this data within the shared cache memory 18 is
in accordance with inclusive mode of operation and that
cache line of data may be subsequently marked as non-
unique via step 68 if another transaction source seeks to
perform a read_clean operation on the cache line of data.

If there is no transaction type match at step 76, then at step
80 default processing is performed in which the requested
cache line of data is read from the main memory, returned to
the requesting transaction source and stored within the local
cache memory of the requesting transaction source.

Although illustrative embodiments of the invention have
been described in detail herein with reference to the accom-
panying drawings, it is to be understood that the invention
is not limited to those precise embodiments, and that various
changes and modifications can be effected therein by one
skilled in the art without departing from the scope and spirit
of the invention as defined by the appended claims.

We claim:

1. Apparatus for processing data comprising:

a plurality of transaction sources, each of said plurality of

transaction sources having a local cache memory; and

a shared cache memory coupled to said plurality of

transaction sources;

wherein said shared cache memory is configured to store

at least one of:

each cache line of data stored in said shared cache
memory; and

each range of cache lines of data stored in said shared
cache memory in accordance with an individually
selectable one of either:

(1) an inclusive mode; and

(i) a non-inclusive mode; and wherein a change
between said inclusive mode and said non-inclusive
mode for a cache line is made in accordance with a
transaction type indicating a degree of sharing for a
transaction received by said shared cache memory
for that cache line.

2. Apparatus as claimed in claim 1, wherein state data
stored in said shared cache memory indicates whether a
cache line of data is stored in said inclusive mode or said
non-inclusive mode.

3. Apparatus as claimed in claim 2, wherein said shared
cache memory is configured to store unique status data for
each cache line of data stored in said shared cache memory
and associated with a given one of said plurality of trans-
action sources, said unique status data indicating whether a
cache line of data associated with a given one of said
plurality of transaction sources is stored in a local cache
memory of any other of said plurality of transaction sources.

4. Apparatus as claimed in claim 3, wherein said shared
cache memory is configured to store transaction source
identifying data for a cache line of data identifying one or
more of said plurality of transaction sources associated with
that cache line of data.

5. Apparatus as claimed in claim 4, wherein said trans-
action source identifying data identifies a single transaction
source of said plurality of transaction sources.

6. Apparatus as claimed in claim 4, wherein said trans-
action source identifying data identifies up to a maximum
number of said plurality of transaction sources correspond-
ing to a proper subset of said plurality of transaction sources.
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7. Apparatus as claimed in claim 3, wherein said shared
cache memory includes snoop request generating circuitry
that generates snoop requests in dependence upon said
unique status data.

8. Apparatus as claimed in claim 3, wherein said shared
cache memory includes snoop request generating circuitry
configured to respond to a transaction request to a cache line
of data received from one of said plurality of transaction
sources to suppress generation of any snoop requests to
other transaction sources if said transaction request hits in
said shared cache memory and is stored in said non-inclu-
sive mode.

9. Apparatus as claimed in claim 5, wherein said shared
cache memory includes snoop request generating circuitry
configured to respond to a transaction request to a cache line
of data received from one of said plurality of transaction
sources that hits in said shared cache memory to target
generation of any snoop requests to transaction sources
identified by said transaction source identifying data if said
unique status data indicates that cache line of data is stored
in said inclusive mode.

10. Apparatus as claimed in claim 3, wherein said shared
cache memory is configured to respond to receipt of a
transaction of one or more predetermined types from a
transaction source that hits a cache line of data stored in said
shared cache memory in said non-inclusive mode by switch-
ing from storing that cache line of data in said non-inclusive
mode to storing that cache line of data in said inclusive
mode.

11. Apparatus as claimed in claim 10, wherein said one or
more predetermined types includes transactions that will
read a cache line of data to a local cache memory and not
subsequently modify that cache line of data stored in that
local cache memory.

12. Apparatus as claimed in claim 3, wherein said shared
cache memory is configured to respond to receipt of a
non-modifying read transaction from a given transaction
source that hits a cache line of data stored in said shared
cache memory by a different transaction source by returning
that cache line of data to said given transaction source for
storing in a local cache memory of said given transaction
source, leaving that cache line of data stored in said shared
cache memory and setting the unique status data for that
cache line of data to indicate that cache line of data is stored
associated with a plurality of transaction sources.

13. Apparatus as claimed in claim 3, wherein said shared
cache memory is configured to respond to receipt of a
non-modifying read transaction from a given transaction
source that misses in said shared cache memory and hits a
cache line of data stored in a local cache memory of a
different transaction source by returning that cache line of
data to said given transaction source for storing in a local
cache memory of said given transaction source, leaving that
cache line of data stored in said local cache memory of said
different transaction source, storing that cache line of data in
said shared cache memory and setting the unique status data
for that cache line of data to indicate that cache line of data
is stored associated with a plurality of transaction sources.

14. Apparatus as claimed in claim 1, wherein said non-
inclusive mode is a default mode for storing a cache line of
data and a miss for a cache line of data in said shared cache
memory by default stores that cache line of data in a local
cache memory of a transaction source requesting that cache
line of data and not in said shared cache memory.

15. Apparatus as claimed in claim 14, wherein said shared
cache memory is configured to respond to receipt of a
transaction of one or more predetermined types from a
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transaction source that misses in said shared cache memory
to store a corresponding cache line of data to said shared
cache memory in said inclusive mode.

16. Apparatus as claimed in claim 15, wherein said
transaction source that misses in said shared cache memory
does not have a local cache memory and said one or more
predetermined types include one or more of:

(1) a write unique transaction to a part of a cache line of

data;

(ii) a write unique transaction to all of a cache line of data;
and

(iii) a read once transaction of a cache line of data that will
not subsequently reuse that cache line of data.

17. Apparatus as claimed in claim 16, wherein the trans-
action source that does not have a local cache memory is
input/output circuitry.

18. Apparatus as claimed in claim 15, wherein said
transaction source that misses in said shared cache memory
has a local cache memory, said one or more predetermined
types include a read transaction for a cache line of data
marked as to be shared and not modified, and said cache line
of data marked as to be shared and not modified is stored in
said shared cache memo and said focal cache memory of
said transaction source that misses in said shared cache
memory.

19. Apparatus as claimed in claim 1, wherein said plu-
rality of transaction sources includes one or more processor
cores.

20. Apparatus as claimed in claim 1, wherein said local
cache memory of each transaction source includes a level 1
(L1) and level 2 (L2) cache memory.

21. Apparatus as claimed in claim 1, wherein said shared
cache memory is a level 3 (L3) cache memory.

22. Apparatus as claimed in claim 1, wherein said plu-
rality of transaction sources is coupled to ring-based inter-
connect circuitry.

23. Apparatus for processing data comprising:

a plurality of transaction source means for generating
transactions, each of said plurality of transaction source
means having a local cache memory means for storing
data; and
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shared cache memory means for storing data and coupled
to said plurality of transaction source means;
wherein said shared cache memory means is configured to
store at least one of:
each cache line of data stored in said shared cache
memory means; and
each range of cache lines of data stored in said shared
cache memory means in accordance with an indi-
vidually selectable one of either:
(1) an inclusive mode; and
(i1) a non-inclusive mode; and
wherein a change between said inclusive mode and said
non-inclusive mode is made for a cache line in accor-
dance with a transaction type indicating a degree of
sharing for a transaction received by said shared cache
memory means for that cache line.
24. A method of processing data comprising the steps of:
generating transactions with a plurality of transaction
sources;
storing respective data in a local cache memory of each of
said plurality of transaction sources; and
storing data in a shared cache memory coupled to said
plurality of transaction sources;
operating said shared cache memory and the local cache
memory of each of said plurality of transaction sources
to store at least one of:
each cache line of data stored in said shared cache
memory; and
each range of cache lines of data stored in said shared
cache memory in accordance with an individually
selectable one of either:
(1) an inclusive mode; and
(i1) a non-inclusive mode; and
wherein a change between said inclusive mode and said
non-inclusive mode is made for a cache line in accor-
dance with a transaction type indicating a degree of
sharing for a transaction received by said shared cache
memory for that cache line.
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